
25. Two-way ANOVA

The Analysis of Variance seeks to identify sources of variability in data
with when the data is partitioned into differentiated groups. In the prior
section, we considered two sources of variation that might contribute to
the total variablity in the sample:

• Variability between groups; and
• Variability within groups.

With inter-rater reliability we considered an additional source of variabil-
ity by testing to see if the items differentiated between subjects.
In two-way ANOVA, we will have one measurement variable and a nom-
inal variable,with the values of the nominal variable used to divide the
sample into groups. The division might, for example, involve the exper-
imental protocol as in the example on alcohol consumption and blood
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pressure, or it might be the location of the subjects, as in the care fa-
cility example. In any case, it is some attribute that is important to the
quantitative measurements. The nominal variable is sometimes called
a factor.
Two-way ANOVA involves a measurement variable and two factors or
nominal variables.
The test for inter-rater reliability we did in the prior section is an example
of a special case of two-way ANOVA. In that test, the raters are an
obvious category. However, we didn’t have a second category to divide
up the rows in the sample. This kind of two-way ANOVA is sometimes
called Two-factor ANOVA without replication since we don’t replicate our
sample with another group. For example, if we divided our subjects (the
ratees) into male and female groups, we’d have Two-factor ANOVA with
replication, which is the topic of this section.
As an example, let’s return to the scale that screened for substance
abuse.
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Now the location where the
screen is administered is one
factor. The second factor we’ve
added is the gender of the sub-
ject. If the researcher gath-
ered data on five females and
five males from each setting, the
data might look something like
the table at right.

There are several sources of variation in this example. For example,
we could disregard location and just test to see if there is difference
between genders, or we could disregard gender and just to see if there
is difference between locations. Each of these would be a one-way
ANOVA. Summary statistics for the columns and rows would look like
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But the two one-way ANOVAS lose the ways that the factors of gender
and location work together to influence the outcomes.
One-way ANOVA calculates the difference between the individual ob-
servations in, say, column one and the overall mean:

∑

(x1,j − x̄)2

One-way ANOVA assumes that the total variability comes from two
sources: differences within the factors and the differences between the
factors. It tests the null hypothesis that all the groups have the same
mean against the alternative that they do not.
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In two-way ANOVA, we can calculate the row effects of the vertical cat-
egory by looking at the average data for males and females

males females

2.933 2.533

Each of these averages are based on a sample of size fifteen and the
overall average of all thirty subjects is 2.733. Just as with one-way
ANOVA, then, the variability comes from

SSRows = 15 ×
(

(2.933 − 2.733)2 + (2.533 − 2.733)2
)

= 1.2

multiplying by 15 since there are fifteen subjects in each of the male and
female samples.
In exactly the same way, we could find the variability due to the
locations–the columns–using the overall average of 2.733 and the aver-
ages for each column

ER Physician DHS
3.3 3.5 1.4

25. Two-way ANOVA 375



and obtain

SSCols = 10 ×
(

(3.3 − 2.733)2 + (3.5 − 2.733)2 + (1.4 − 2.733)2
)

= 26.997

this time multiplying by ten, the number of subjects in each column.

The above accounts for the vari-
ability between locations (columns)
and genders (rows), but does not
account for the variability within
our groups. The data is divided
into six groups: three locations
for each of two genders.
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That means that we can find the average for each group, and then find
the sum of squares within the groups. The calculations are in the table
below.

so the total variability within the groups is the sum of the above entries,
or 95.2.
We can account for the total variability in exactly the same way as with
one-way ANOVA:

∑

(xi − x̄)2 = 143.8663.

Thus far we’ve accounted for
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SS

Rows 1.2

Cols 28.667
Within 95.2

The total we’ve accounted for so far is 123.2667, leaving

20.62 = 143.8663 − 123.2667

still not covered. This last variability comes from the interaction between
the two factors.
While it’s useful to see how the calculations work, Excel has built-in
functions to do all of this. It’s a little less straightforward to use than the
built-in tools in the AnalyzeThis spreadsheet, but not terribly hard.
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Before turning to Excel let’s summarize our the general setup.
• We have a numeric data and attribute data on our subjects.
• We have two attribute variables which partition the data into groups

of rows and columns.
• The groups are all the same size: the number of rows per column

is the same for each column, and the number of columns is the same
for each row.

• we test hypotheses on the row and column effects:

H0 : means in column groups are all the same

H0 : means in row groups are all the same

The alternative in each case is that the means are not the same.
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• We also test for the interaction between the factors:

H0 : there is no interaction

The alternative is that there is interaction.
The assumptions are:

• All samples are drawn from normally distributed populations;
• all populations have a common variance;
• all samples are drawn independently from each other;
• within each sample, the observations are sampled randomly and

independently of each other.

380 May 30, 2017



25.1. Example.

The first example returns to the
data involving the substance abuse
scale given in different settings.
We will perform a two a two-way
ANOVA. This is with replication
since we have categories for each
of the factors.
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Solution. Once the data analysis tool is installed, it’s pretty easy to use.
You can find it under the DATA tab in excel. Note that to use it, you must
have the same number of subjects in each of the column groups, i.e.,
a balanced sample with respect to gender, divided equally between the
locations.
We’ll break the tool’s analysis into two parts for convenience.
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The first section reports sum-
mary statistics for factors. From
this we can see that the overall
average for the DHS clinic (1.4)
is lower than the other two set-
tings (3.3 an 3.5). We can also
see differences in scores by gen-
der at the DR and Physician of-
fices, but not at the DHS clinic.
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This gives the inferential statis-
tics for the row factors (gender),
column factors (location) and the
interaction between the two fac-
tors.
Since all the p-values exceed
5%, we reject the relevant hy-
potheses in each case: there
are no statistically significant dif-
ferences by gender between the
locations. Similarly, there are
no statistically significant differ-
ences by location between the
genders. Finally, there is no in-
teraction between location and
gender.
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25.2. Example.

Suppose an HR director has four
different training curricula cover-
ing the same subject. Each cur-
ricula is designed so that it can be
given either in a group classroom
or as a self-paced course, with the
self-paced course available in book-
let form or online. Thus there are
4 × 3 = 12 different combinations
of curricula and delivery. The Di-
rector wants to know if there are
differences between the curricula,
between the delivery methods, and
if there is any interaction between
the delivery method and the cur-
riculum.
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Solution. Running the data
analysis tool gives the sum-
mary statistics at right. Notice
the averages for the curricula
range from a low of 146 to a
high of 167, and the averages
for the delivery modes range
from a low of 146 to a high of
174.
The ANOVA section of the
tool’s output lets us decide if
these differences are statisti-
cally significant.
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The analysis shows that the differences in the curricula and in the de-
livery are statistically significant, and that there is statistically significant
interaction between the delivery and the curricula.
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